Loss-of-function genetic tools for animal models: cross-species and cross-platform differences
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Abstract | Our understanding of the genetic mechanisms that underlie biological processes has relied extensively on loss-of-function (LOF) analyses. LOF methods target DNA, RNA or protein to reduce or to ablate gene function. By analysing the phenotypes that are caused by these perturbations the wild-type function of genes can be elucidated. Although all LOF methods reduce gene activity, the choice of approach (for example, mutagenesis, CRISPR-based gene editing, RNA interference, morpholinos or pharmacological inhibition) can have a major effect on phenotypic outcomes. Interpretation of the LOF phenotype must take into account the biological process that is targeted by each method. The practicality and efficiency of LOF methods also vary considerably between model systems. We describe parameters for choosing the optimal combination of method and system, and for interpreting phenotypes within the constraints of each method.

Loss-of-function (LOF) approaches have been applied to many fields and their substantial positive impact on biological and biomedical research is unquestionable. First pioneered in microorganisms, genetic screens in Caenorhabditis elegans1 and Drosophila melanogaster2,3 demonstrated how large groups of genes that are involved in a specific biological process could be identified through saturation mutagenesis, an approach that was later also applied to zebrafish (Danio rerio)4,5 and mice4,6. More recently, LOF screens based on RNA interference (RNAi) and genome-editing methods have been used in tissue culture systems to interrogate various cellular processes4,7. An important feature of cell-based assays is that they are amenable to large-scale combinatorial screens, which has important implications for understanding network structures and for identifying drug targets4,8,9.

LOF experiments can be divided into three main applications on the basis of the complexity of the gene sets that are interrogated. First, large-scale screens can be carried out using untargeted mutagenesis, knockdown approaches such as CRISPR, or knockdown approaches such as RNAi, to systematically identify new factors that are involved in normal and pathological processes. Second, studies on focused sets of genes can be used to explore gene function for small numbers of known components, to study disease mechanisms, or to further evaluate candidate therapeutic targets that have been identified from large-scale screens. Third, as many genetic diseases involve at least a partial loss of gene function, generation of LOF alleles of these genes in cell culture or in vivo can be used to model these diseases in experimentally tractable systems for further investigation.

Although LOF approaches may initially all seem to achieve the same effect, that is, disruption of gene function, there are considerable conceptual differences among them that can lead to substantially different outcomes (TABLE 1). One key difference is that approaches such as RNAi, morpholinos, chemical inhibitors and hypomorphic mutations most often lead to the partial suppression of gene function, whereas null mutations ablate function (BOX 1). For pleiotropic genes, the partial suppression of activity may affect some functions, whereas a complete LOF mutation would remove all functions. Experimentally, there are several differences between LOF approaches that should be taken into account when designing assays. For example, approaches vary in the extent to which LOF is inducible and reversible (TABLE 1). These properties allow the assessment of gene function after an essential developmental role, which if perturbed would result in lethality. The temporal nature of a perturbation is also important in another way. Cells adapt to changes in genetic state10, and there may be differences in the effects of a short-term disruption, such as through RNAi or drug treatment, compared with the long-term LOF effects of a mutation. Finally, there are differences in
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the side effects. Methods such as RNAi can be associated with off-targets that may mask the true function of a gene and may lead to false-positive observations\(^1\). The disruption of one or more non-target genes can also be an issue with genome engineering, although the specificity of tools such as CRISPR is still under investigation and development\(^2\). Similarly, long-term knockdown or mutant alleles may be affected by secondary mutations or other forms of phenotypic compensation that suppress the effects of the primary LOF event and are fixed owing to selective pressure or by chance.

The selection of the most appropriate LOF approach and experimental system and careful interpretation of results with the caveats of the chosen approach in mind are essential in order to accurately annotate gene function. In this Review, we discuss the approaches and tools that are available for LOF studies in four animal models (Caenorhabditis elegans, Drosophila melanogaster, zebrafish and mice) as well as in cultured cells. We also discuss specific examples in which the outcome of approaches may differ, and why this is the case. Finally, we attempt to extract basic guidelines for the selection of appropriate LOF methods and highlight common pitfalls in the interpretation of results.

**LOF approaches across organisms**

**Non-targeted DNA mutagenesis approaches.** Several options exist for the non-targeted induction of mutations in genomic DNA (FIG. 1a). Historically, irradiation and chemical mutagens have been used in many model systems. For example, X-rays, ethyl methane sulfonate (EMS) and N-ethyl-N-nitrosourea (ENU) can be used to introduce widespread alterations throughout the genome\(^3\). X-Rays result in double-strand breaks (DSBs), which can be repaired to produce small insertions or deletions (indels), often resulting in frameshift mutations that lead either to no protein being made or to the production of truncated proteins\(^4\). Large deletions and inversions are also frequently induced by X-rays. EMS and ENU treatments generally result in the induction of single-nucleotide changes, leading to a wide range of mutation types, including gain-of-function (GOF) and LOF mutations, as well as temperature-sensitive mutations (BOX 1). The range of possible outcomes, together with a high mutation rate, has made these mutagens favourites for unbiased screens. They have been widely used in *C. elegans*\(^5\), *D. melanogaster*\(^6\), \(^7\)\(^8\), and fish (particularly *D. rerio* (zebrafish) and *Oryzias latipes* (known as medaka))\(^9\),\(^10\),\(^11\),\(^12\), and in more focused ways in mice\(^13\).

An important factor for random mutagenesis screens is the need to generate homozygous mutations. All non-targeted mutagenesis approaches initially result in the disruption of a single allele and, therefore, generally do not exhibit a phenotype, with the exception of dominant alleles and haploinsufficient loci that are sensitive to the loss of a single gene copy. Crossing schemes are thus required in order to generate homozygous animals in which the phenotypes of interest can be analysed. *C. elegans* is particularly well suited to the establishment and maintenance of large centralized collections of mutagenized animals that can be screened for phenotypes by the community. As hermaphrodites are self-fertile, newly created alleles can be propagated and made homozygous without mating. *C. elegans* larvae can survive freezing and so mutant lines can be maintained as frozen stocks that can be stored indefinitely in liquid nitrogen. The *C. elegans* knockout consortium has generated more than 8,000 lines, including 2,000 lines with fully sequenced genomes, which together provide putative LOF alleles for more than 50% of the 20,000 protein-coding genes\(^14\). Each line, however, carries many mutations (~400 in the case of the sequenced Million Mutation Project (MMP) lines), which can complicate phenotypic analyses. The maintenance of large mutant collections is more challenging in other animal models, although in the case of zebrafish and mice, it is possible to store mutants in the form of frozen sperm. In addition to the thousands of mutants that have been identified in large-scale genetic screens, ongoing tilling projects in zebrafish have identified potentially disruptive mutations in more than 60% of all known zebrafish protein-coding genes\(^15\),\(^16\), and continuing work aims to mutate any additional genes of interest using the CRISPR–Cas9 gene-editing technology (E. Busch-Nentwich, personal communication).

### Table 1: Summary of loss-of-function approaches

<table>
<thead>
<tr>
<th>Loss-of-function approach</th>
<th>Level of action</th>
<th>Duration</th>
<th>Specificity</th>
<th>Inducible</th>
<th>Reversible</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical mutagens</td>
<td>DNA</td>
<td>Sustained</td>
<td>None</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Transposons</td>
<td>DNA</td>
<td>Sustained</td>
<td>None</td>
<td>Partially</td>
<td>In some cases</td>
</tr>
<tr>
<td>RNAi</td>
<td>mRNA</td>
<td>System dependent</td>
<td>Variable</td>
<td>Yes</td>
<td>System specific</td>
</tr>
<tr>
<td>Morpholinos</td>
<td>mRNA</td>
<td>Transient</td>
<td>Variable</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Genome editing</td>
<td>DNA</td>
<td>Sustained</td>
<td>High</td>
<td>Partially</td>
<td>No</td>
</tr>
<tr>
<td>CRISPRa and CRISPRi</td>
<td>Transcription</td>
<td>System dependent</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Degrons</td>
<td>Protein</td>
<td>Transient</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Small-molecule inhibitors</td>
<td>Protein</td>
<td>Transient</td>
<td>Variable</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

The information in this table represents the most widely used versions of each technology. There are, however, exceptions to many of the listed classifications. CRISPRa, CRISPR activation (transcriptional activation); CRISPRi, CRISPR interference (transcriptional inhibition); RNAi, RNA interference.
Box 1 | The classification of mutations based on their behaviour in various genetic situations

Mutations are associated with either loss of function (LOF) or gain of function (GOF) depending on the nature of the molecular lesion\(^{39}\). LOF mutations can be complete null (amorphic) or can be associated with reduced activity (hypomorphic). GOF mutations can be associated with increased activity relative to the wild-type gene (hypermorphic), new and abnormal expression patterns or functional gene products (neomorphic), or altered gene products that act antagonistically to the wild-type allele (antimorphic). LOF mutations are usually recessive (and hence require all alleles to be mutated for phenotypic effects to be observed), except in cases in which the gene is haploinsufficient. By contrast, GOF mutations are usually associated with dominant phenotypes. Except in cases in which the coding sequence (CDS) is deleted, leading to null mutations, molecular lesions do not immediately predict the nature of a mutation. A point mutation could either reduce or increase wild-type activity, leading to hypomorphic or hypermorphic activities, or could modify the product such that it acts as an antimorph. Furthermore, a single base change that introduces a stop codon in the CDS can lead to a shorter protein, a novel polypeptide (if downstream translational re-initiation occurs), a hypomorph (if sporadic translational read-through occurs) or a null (if nonsense-mediated decay efficiently targets the RNA for degradation). Careful genetic tests, such as the comparison of the homozygous mutant phenotype to the phenotype of the mutation over a deletion of the locus, need to be used to characterize the nature of the mutation. This is particularly important for truncated proteins or point mutations in which key protein domains may retain function or if an autoinhibitory region is affected. These types of tests should be easier to carry out now that whole-gene deletions can be generated using CRISPR-Cas9.

In C. elegans, D. melanogaster, zebrafish, and to some extent in mice, animals can also be mutagenized de novo for screens in which only animals with a specific phenotype are kept for further study. Mutant lines that are generated by such screens are generally ‘cleaned up’ by out-crossing to wild-type animals, and a large number of strains harbouring mutations generated in this way by the D. melanogaster, C. elegans and zebrafish communities are available from public repositories (Table 2). It should be noted, however, that a considerable mutation load remains even after out-crossing\(^{39}\).

Second-generation mutagenesis approaches have focused on transposon-mediated gene disruption\(^{30–33}\). Transposons are genetic elements that move within genomes using an RNA intermediate or through the excision of a DNA element from one region and integration into another. When transposons integrate near or into a coding sequence, gene function can be disrupted. One advantage of transposon-mediated gene disruption is that mutation rates are lower than for chemical mutagens and so single genes are generally disrupted as a result of the element mobilization. However, owing to the insertional nature of this approach and biases in integration sites, the range of mutations that is generated is more limited than that from chemical-based approaches. Another key advantage of transposon-based mutagenesis lies in the possibility of rapidly mapping disrupted genes using inverse PCR amplification of the inserted transposon together with flanking genomic DNA. Transposon-based mutagenesis has been broadly used in C. elegans with the Tc1 transposon\(^{32,34}\) and Mos\(^{35}\) transposon, and in D. melanogaster with P-elements and the Piggybac transposon\(^{36,37}\). However, some transposable elements exhibit insertional bias, which limits the range of gene disruptions that can be generated. For example, P-elements, which are widely used in D. melanogaster, preferentially insert at the 5’ end of genes, thus biasing the genomic search space. In addition, Sleeping Beauty (a Tc1 family transposon) has an insertional bias towards heterochromatin, thus limiting its use for the disruption of many genes\(^{38}\). Another approach that has been applied in D. melanogaster is to use transposable elements such as Minos, which have less insertion bias, to introduce MiMIC cassettes into the introns of genes\(^{39}\). These cassettes, which include splice acceptor sequences followed by stop codons, resulting in premature translational termination and efficient inhibition of the target gene, can be subsequently modified within their new genomic location to easily introduce various DNA fragments at the location of the MiMIC. However, owing to low mutation rates, these approaches are not typically used for de novo screening. Instead, they have been used to generate libraries of mutant animals, which are then used for low-throughput and high-throughput studies (Table 2). In zebrafish, large collections of enhancer-trap mutants and gene-trap mutants have also been generated using retroviral vectors and transposable elements\(^{40–45}\), and the technology to generate conditional alleles is being refined\(^{46}\).

Insertional mutagenesis has found limited application in mammals owing to relatively high genomic complexity and the lower throughput of in vivo studies. Efforts to generate repositories of mutant mouse stocks initially took advantage of gene-trapping methods to generate large collections of knockout embryonic stem cell (ESC) lines\(^{46–47}\), which can subsequently be used to generate mutant mice, which can then be backcrossed and characterized. For experimentation in cell culture, a major limitation of non-targeted mutagenesis is an inability to generate homozygous mutations, which is achieved in vivo using crossing schemes. To overcome this limitation, one strategy has been to use cell lines that are deficient for Bloom’s syndrome protein (BLM). These cells exhibit a high rate of mitotic recombination, resulting in gene conversion and the homozygosis of induced mutations\(^{48}\). In addition, several near-haploid and haploid mammalian cell lines have been derived that enable homozygous gene disruption through random insertional mutagenesis\(^{49–51}\). The resulting mutagenized cell pools can be used for phenotypic screening and deconvolution for the generation of mutant cell line collections\(^{52}\).
**Figure 1 | Overview of loss-of-function approaches.**
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Table 2  |  Key features of loss-of-function approaches across organisms

<table>
<thead>
<tr>
<th>Organism or system</th>
<th>Key advantages for LOF studies</th>
<th>Key resources</th>
</tr>
</thead>
</table>
| Caenorhabditis elegans | • Large number of existing mutant and deletion strains: LOF mutations are available for ~50% of the 20,000 protein-coding genes  
• Systemic and heritable RNAi  
• High-efficiency and precise genome-editing methods using homology-directed repair of Cas9-induced DSBs | • Mutant collections and Escherichia coli double-stranded RNA (dsRNA) feeding libraries (WormBase and Caenorhabditis Genetics Center)  
• See also REFs 35, 236–238 |
| Drosophila melanogaster | • Large number of existing mutant strains  
• Large number of existing deletion strains  
• Stage- and tissue-specific RNAi or CRISPR | • Mutant collections, UAS-RNAi libraries and Gal4 ‘driver’ collections (FlyBase)  
• See also REF 239 |
| D. melanogaster cells | • Efficient and specific dsRNA screens | • Genome-wide RNAi library (FlyBase)  
• See also REF 239 |
| Zebrafish | • Large number of existing mutant strains  
• Targeting with synthetic morpholinos  
• Ease of small-molecule delivery  
• Well established Cre–lox system and other conditional gene manipulation | • Mutant collections and Gal4 ‘driver’ collections (ZFN) |
| Mouse | • Highly efficient homologous recombination in embryonic stem cells allowing classical gene targeting  
• Existing mutant strains (>12,000 genes with publicly available mutant mouse lines (Mouse Genome Informatics))  
• Well established Cre–lox system and tissue-specific deleter lines  
• Most commonly used preclinical model organism | • Genome-scale targeted embryonic stem cell collections for blastocyst injection (KOMP Repository)  
• Cas9-transgenic mice (The Jackson Laboratory  
Mouse Strain Datasheet – Q24858)  
• AAV vectors for in vivo gene editing (Addgene) |
| Mammalian cells | • Growing number of disease-relevant model cell lines  
• Well established RNAi screening methods  
• CRISPR pooled screening  
• Low-volume small-molecule screening | • Commercial siRNA and shRNA libraries and CRISPR pooled and arrayed libraries (Addgene) |

AAV, adeno-associated virus; DSBs, double-strand breaks; dsRNA, double-stranded RNA; LOF, loss-of-function; RNAi, RNA interference; shRNA, short hairpin RNA; siRNA, small interfering RNA; UAS, upstream activation sequence.

**Targeting DNA with genome-editing technologies.** The most recent approach for generating LOF alleles is targeted genome editing (FIG. 1b). In contrast to other methods, genome editing facilitates the precise modification of genome sequences, including the introduction of targeted knockouts, knock-ins, hypermorphic or hypomorphic variants, disease-associated mutations and modifications to non-coding genomic sequences. In general, genome editing is enabled by the introduction of DSBs at a specific location by a targeted nuclease. In the presence of a homologous donor DNA template, the DSB is repaired by homology-directed repair (HDR) using sequences on the template to insert or to exchange DNA at the target site. In the absence of a donor template, DSBs are repaired by direct re-ligation through non-homologous end joining (NHEJ). Because NHEJ is often error prone, indels might be introduced during repair. Indels in the coding sequence that disrupt the reading frame or that remove crucial amino acids can lead to a gene knockout, although other kinds of alleles may also be generated (BOX 1). By targeting nucleases to two different positions along a chromosome, it is also possible to excise the region between a pair of DSBs to generate a deletion. Two DSBs can also be used to generate megabase-scale deletions, thereby removing many genes at once.

Several sequence-specific nucleases have been developed to introduce DSBs at specific sites in the genome. These include programmable nucleases that target specific sites, such as meganucleases, zinc finger nucleases (ZFNs), transcription activator-like effector nucleases (TALENs) and CRISPR–Cas9. Each of these has unique properties and advantages.

Owing to their ease of use, efficiency and scalability, CRISPR-based systems have become the method of choice for most applications and organisms. Unlike the protein-encoded targeting specificity of meganucleases, ZFNs and TALENs, CRISPR uses a guide RNA (gRNA) to target the Cas9 nuclease to a specific sequence and to create a DSB at the target site. CRISPR-Cas9 has enabled the generation of cell lines and organisms with targeted gene disruptions and the template-mediated introduction of precise mutations. In addition, by controlling Cas9 expression, mutations can be induced with temporal and spatial control. However, as CRISPR targets genomic DNA, the persistence of both mRNA and protein limits the extent of the temporal control of this system.

CRISPR has been transformative, allowing the efficient genome editing of many organisms. This system works in a similar manner in all organisms, with the major differences focused on reagent delivery. Differences in the relative efficiency of NHEJ and HDR also influence the way in which CRISPR genome editing is used in each organism. For example, in C. elegans, in which HDR is robust, precise LOF mutations are generated using oligonucleotides to template frame-shifts or whole-gene deletions. By contrast, in zebrafish, in which NHEJ is dominant, LOF alleles are generated by screening for Cas9-induced indels.

CRISPR represents a major advance for LOF studies in mammalian cell culture systems. Previous methods, such as insertional mutagenesis, could only be used effectively in specialized (BLM-deficient or haploid) cell lines owing to the need to generate homozygous...
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**Knock-ins**

Introduction of a specific exogenous sequence — such as a reporter, selectable marker or engineered mutation — into a specific genomic region, typically a gene region.
REVIEWS

At the permissive temperature, the intein is ‘spliced’ out of the protein, restoring normal function. However, one disadvantage of CRISPR compared with chemical mutagenesis is that the range of alleles produced using this method is narrow. CRISPR generates mutations at a single targeted position, whereas chemical mutagens have the potential to generate sequence alterations at any location and, therefore, may provide information on the function of specific protein domains. Nevertheless, shortly after the development of CRISPR as a genome-engineering tool, a wide range of applications were pioneered in mammalian cell culture systems, including the engineering of complex and compound mutations, transcriptional repression and activation systems that are based on a nuclease-dead mutant of Cas9 (dCas9) fused to transcriptional regulatory domains (further details below), and genome-wide screening. The delivery of CRISPR–Cas9-based tools can be achieved through transfection, viral delivery and microinjection, making nearly all cell culture systems and tissues amenable to genome editing. However, one limitation of CRISPR is that the induction of DSBs can result in genotoxic stress, especially limiting its use for targeting highly amplified loci, as commonly found in cancer genomes. An additional important issue for CRISPR-engineered cell lines is adaptive evolution over time, an issue that is not relevant to transient knockdown models such as RNAi or drug treatments. Adaptive changes have been well documented in yeast, for which the accumulation of specific secondary compensatory mutations seems to increase fitness. In contrast to in vivo systems, in which secondary changes can be removed or addressed via genetic crosses, this issue is important for cell culture. Thus, as a cautionary note, samples of early isolates should be preserved, and careful attention should be paid to the number of passages carried out before cell screening or other assays.

A major hurdle for gene editing in vertebrate somatic tissues is the delivery of the nuclease itself. This can be overcome by transgenic expression of Cas9, as has been done in mice, zebrafish and C. elegans, and so only necessitating the delivery of gRNAs and, if required, repair templates. Alternatively, to avoid the difficulties of Cas9 and gRNA delivery, CRISPR can be applied in cultured cells, which are then injected into mice, allowing genome-wide in vivo screens. Nonetheless, complete abrogation of gene function in a somatic tissue is still most efficiently done through the generation of germline knockout alleles, a process that can be accelerated through CRISPR–Cas9-based editing in zygotes. Many of the reagents necessary for implementing CRISPR–Cas9-based genome engineering are commercially available or are available through the Addgene non-profit plasmid repository. The large number of available mammalian cell lines provides a rich resource for CRISPR–Cas9-based studies of basic processes and human diseases. Moreover, recently developed organoid culture systems that closely mimic the composition of mammalian tissues will enable scalable cell culture studies in complex and increasingly relevant cellular contexts.

A major limitation that is associated with most mutant alleles is the lack of stage- or tissue-specific inducibility and reversibility. This is a particular problem for the study of essential and pleiotropic genes, for which lethality at an early developmental stage might prevent the analysis of LOF effects at later stages. One solution is to use temperature-sensitive mutant alleles, in which the protein is functional in one temperature range but is not functional at other, usually higher, temperatures. Remarkably, ~50% of temperature-sensitive alleles in C. elegans have been found to be ‘fast-acting’, that is, LOF phenotypes can be observed within seconds of exposure to the non-permissive temperature. Temperature-sensitive alleles can provide precise information on gene function. For example, using fast-acting temperature-sensitive alleles and a device that is designed to induce rapid temperature changes, Davies et al. mapped the requirement for six cytoskeletal regulators to precise stages of cytokinesis, creating a functional timeline for cell division. In D. melanogaster and especially in mice, an alternative and widely used solution for low-throughput studies has been to generate conditional mutant animals using inducible recombination systems such as FLP–FRT in D. melanogaster and Cre–lox in mice, and Cre–lox in mice. By controlling the temporal and spatial expression of the recombinase, mutations can be induced at specific developmental stages and in certain tissues. In cultured cells, inducible mutations can be achieved using artificial introns that disrupt gene function only when inverted using the Cre–lox system. In most cases, these inducible systems are not reversible, although some specialized gene trap elements have been developed that allow both the induction and the reversion of mutations.

Box 2 | The generation of temperature-sensitive alleles

Temperature-sensitive alleles are valuable tools for the study of genes with pleiotropic functions, for which an early function may mask the effect of later functions. Using temperature-sensitive alleles, it is possible to perturb protein function at a specific developmental stage using a temperature shift. In Caenorhabditis elegans, it is possible to carry out screens that enrich for reversible temperature mutations, and efforts are ongoing to systematically clone all available temperature-sensitive embryonic lethal mutants (B. Bowerman, personal communication). These efforts are predicted to identify temperature-sensitive alleles for nearly 25% of the ~2,500 essential genes in C. elegans. For other organisms, most temperature-sensitive mutations were identified by chance in large-scale mutagenesis screens, and reliable methods to generate temperature-sensitive alleles at high frequency are needed. Recent advances in CRISPR genome-editing technologies offer a potential solution to this issue. For example, a new approach that uses CRISPR to introduce point mutations at high efficiency could be used to generate temperature-sensitive alleles in specific loci as done previously for the sevenless and MEK genes. Alternatively, heat-inducible degrons can be used to generate transgenic temperature-sensitive alleles. Another approach is to use conditionally active protein inteins whereby a temperature-sensitive splicing variant of the yeast Saccharomyces cerevisiae vacuolar ATPase subunit (VMA) intein is inserted into a target gene, such that it inhibits protein function. At the permissive temperature, the intein is ‘spliced’ out of the protein, restoring normal function.
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Targeting transcription. dCas9 lacks the ability to induce DSBs and provides a programmable DNA-binding protein that can be fused to effectors to illicit transcriptional changes and epigenetic modifications \(^{(40)}\) (Fig. 1c). For example, dCas9 has been fused to various transcriptional activators (known collectively as CRISPRa) \(^{79,104-109}\) and repressors such as the KRAB domain (known collectively as CRISPRi) \(^{79}\). Additionally, the direct modification of epigenetic marks by the fusion of dCas9 to histone- or DNA-modifying enzymes can be used to probe the function of both genes and non-coding regulatory elements \(^{110-112}\). In particular, these tools provide the opportunity to target the non-coding regulatory elements of the genome for both GOF and LOF assays with high specificity \(^{111,113}\). Although these tools have only been tested to a limited extent, initial results are promising. For example, these tools have been used in *D. melanogaster* \(^{114,115}\), *C. elegans* \(^{116}\) and zebrafish \(^{117,118}\) for single-gene studies and also genome-wide in mammalian cell culture \(^{114,119}\).

Targeting RNA. A commonly used LOF approach is the targeting of mRNAs using RNAi or morpholino reagents (Fig. 1d). A major difference between these methods and the direct mutation of the genome (Fig. 1) is that the inhibition of mRNA rarely causes complete LOF, with some level of the wild-type mRNA and protein still detectable, and high protein stability can delay the onset of effects, leading to weaker phenotypes.

RNAi reagents induce the sequence-specific elimination of targeted mRNA molecules. The RNAi pathway is triggered when double-stranded RNA (dsRNA) that is introduced into a cell interacts with the endogenous cellular machinery to illicit the cleavage of the target mRNA \(^{120}\). In general, RNAi has several advantages over other methods for perturbing gene expression. These include the simplicity of delivery, the capacity to generate hypomorphic phenotypes by partially knocking down gene function, and the ability to target specific exons, allowing the repression of specific isoforms \(^{211}\). A disadvantage of RNAi is the substantial possibility of reagent-specific off-targets. Knockdown efficiency also typically varies for different reagents, even for those that target the same gene. Differences in knockdown efficiency and off-targets can lead to considerable variability in the phenotypes observed with different reagents that target the same gene, often confounding the interpretation of results. Owing to divergence in RNAi pathways and different modes of delivery, the appropriate design of RNAi experiments can vary considerably for different organisms.

*C. elegans* is particularly amenable to RNAi because, in this system, silencing is heritable \(^{122}\), dsRNA that is introduced into hermaphrodites depletes both maternal and zygotic RNAs in all F1 progeny, generating large populations of animals that can be examined for phenotypes \(^{120,121}\). The delivery of RNAi reagents to worms is also straightforward: dsRNA can be delivered by injection, soaking or feeding of *Escherichia coli* strains that are engineered to express dsRNA against specific genes \(^{122,124}\). The effects spread from tissue to tissue (known as ‘systemic RNAi’) \(^{120,125}\). However, it should be noted that some tissues are refractory to RNAi \(^{126}\), and the degree of inactivation is sensitive to the experimental conditions \(^{122}\). Despite these caveats, the experimental ease of RNAi in *C. elegans* quickly made it the method of choice for large-scale screens \(^{127}\).

For systems in which RNAi is not systemic, it is possible to limit RNAi to particular tissues or developmental stages using inducible RNAi systems, for example, Gal4–UAS (upstream activation sequence) in *D. melanogaster* \(^{128,129}\) and doxycycline-inducible systems in mice \(^{132}\). Indeed, in large part owing to this inducible control, RNAi has become the tool of choice for in vivo large-scale screens and single-gene studies in *D. melanogaster*. This is facilitated by the availability of extensive collections of transgenic RNAi lines, as well as the ability to tightly control spatial and temporal expression of the RNAi reagent in vivo using the Gal4–UAS system \(^{130,131}\).

Finally, *D. melanogaster* cell culture has been a productive platform for high-throughput screens owing to the straightforward design of potent RNAi triggers and their easily scalable delivery by simply bathing cells in long dsRNAs in an arrayed format (that is, a different single gene is targeted by dsRNAs in each well of a multi-well plate), and the less complex genome relative to those of mammals simplifies the interpretation of results \(^{133}\). However, a major limitation of this system is an inability to screen in a pooled format (in which complex mixtures of RNAi reagents are delivered to a population of cells), owing to the lack of technologies allowing the delivery of a single RNAi reagent to each cell, which limits the scale and number of screens that can be carried out.

At the time it was developed, RNAi was a transformative advance for the functional exploration of mammalian gene function, which for decades had lagged behind other, more ‘genetically tractable’ systems. Following pioneering work in *C. elegans* and the first successful small interfering RNA (siRNA) transfection experiments in mammalian cells \(^{134,135}\), a plethora of mammalian RNAi tools were established and later optimized on the basis of a growing understanding of endogenous microRNA (miRNA) pathways. The development of viral vectors for the integration of short hairpin RNA (shRNA) expression cassettes into genomic DNA has enabled stable gene silencing in cultured cells \(^{136}\), as well as pool-based genetic screens \(^{137,138}\). A common system is based on RNA polymerase III (Pol III)–driven expression of stem–loop structures (resembling pre-miRNAs). These can be very effective but are prone to triggering unspecific effects owing to imprecise processing \(^{139}\) or to interference with endogenous miRNA pathways \(^{140,141}\). To mitigate such effects, synthetic shRNAs can be embedded in endogenous miRNA backbones \(^{142,143}\). Such ‘shRNAmirs’ can be expressed like natural miRNAs in polycistronic transcripts from Pol II promoters, facilitating regulatable and tissue-specific RNAi \(^{144,145}\), direct coupling to reporter transgenes \(^{146,147}\) and combinatorial LOF studies \(^{11}\). Conditional shRNAmir cassettes have also been implemented in transgenic mice, enabling inducible and reversible gene suppression in disease models and normal tissues \(^{132,148-150}\). Over the past few years, a growing understanding of sequence...
Determinants in miRNA biogenesis\textsuperscript{139,151,152} has led to substantial improvements in shRNAmir design, facilitating the construction of shRNAmir libraries that are functional under single-copy conditions\textsuperscript{133,134}. Although all basic RNAi systems (siRNAs, shRNAs and shRNAmirS) have led to major discoveries in high-throughput genetic screens, they differ substantially in their on-target efficacy and the type and severity of associated off-targets, which should be considered in the interpretation of RNAi-based results\textsuperscript{155}.

Although RNAi works efficiently in most common model systems, it has had very limited success so far in zebrafish and frogs\textsuperscript{156}. Instead, communities working on zebrafish and frogs have focused on the use of morpholinos, which are nucleic acid analogues that bind an RNA target sequence and that prevent translation or splicing\textsuperscript{157}. Morpholinos were first used in zebrafish\textsuperscript{158} in 2000, and since then more than 2,000 zebrafish papers using morpholinos have been published.

The specificity of morpholinos is a concern that has recently been revived following the direct comparison of phenotypes in morpholino-injected animals versus mutants generated using TALENs or CRISPR\textsuperscript{159,160,161}. In many cases, there is a clear discrepancy between these phenotypes, leading to vigorous debate within the fish and frog communities\textsuperscript{162-165} (potential molecular explanations are discussed further below). The current recommendation for identifying a morpholino with minimal off-targets is to test it in a null mutant background, as it should not induce any additional phenotypes\textsuperscript{167}. Such an approach of course relies on the ability to generate and validate null alleles, for example, by whole-gene deletion\textsuperscript{166}, without disrupting other important genetic elements in the process.

### Targeting proteins

The techniques discussed above involve the targeting of genomic DNA or mRNA with the goal of reducing or eliminating the gene product, or reducing protein function through amino acid substitution or truncation (FIG. 1). Although useful, these approaches also have disadvantages. In particular, they are dependent on the half-life of wild-type mRNA and protein, and so effects may be slow or incomplete owing to mRNA and/or protein persistence. LOF methods that directly target proteins overcome such problems.

There are two main options for disrupting function at the protein level: the inhibition of protein activity and the induction of protein degradation (FIG. 1e). Small-molecule inhibitors (SMIs) are the most widely used tools to modulate protein function and are amenable to high-throughput screening (HTS). For example, a growing collection of small molecules can be used to inhibit defined protein functions\textsuperscript{167}. Despite the steady expansion of this resource (for example, Chemical Probes, SGC and DrugBank; see Further information), such compounds only cover a fraction of proteins. Moreover, although these inhibitors act quickly and can have a range of knockdown effects, they rarely achieve inhibition levels of a knockout and often suffer from a lack of specificity, which can complicate the interpretation of results. In addition, the targets of many small molecules remain unknown, resulting in the need for extensive follow-up assays to identify the relevant mechanism that leads to the observed phenotype.

Combining protein engineering with chemical modifiers of protein function is generally useful for both GOF and LOF studies. For example, proteolysis-targeting chimeraes (PROTACs) are molecules that bind to a specific protein and that recruit the ubiquitin-ligase machinery, resulting in the rapid degradation of the target protein\textsuperscript{168}.

As a specific and generalizable approach for rapid protein suppression, several genetic strategies for rendering proteins the targets of ligand-induced decay have been established in mammalian cells\textsuperscript{169-171}, D. melanogaster\textsuperscript{172}, zebrafish\textsuperscript{173,174} and C. elegans\textsuperscript{175,176}, which have been reviewed elsewhere\textsuperscript{172}. One example of this approach, known as deGradFP, involves targeting GFP-tagged proteins with a GFP-specific nanobody fused to a domain that targets the protein for proteasome-mediated degradation. By combining the deGradFP transgene with an endogenously GFP-tagged protein, the nanobody directs the degradation signal sequence to the protein of interest, resulting in the degradation of the target\textsuperscript{172}. Key advantages of deGradFP are that it allows inducible and reversible degradation\textsuperscript{164} and can be applied to any endogenously GFP-tagged genes. Such collections are already available for D. melanogaster\textsuperscript{178-181}. Another broadly applicable approach is the auxin-inducible degron (AID) system, which exploits the small-molecule-induced ubiquitination of proteins that carry a short peptide tag by an exogenous plant F-box protein\textsuperscript{179,182,183}. This system has been used in yeast\textsuperscript{184}, mammalian cells\textsuperscript{185,186}, C. elegans\textsuperscript{175} and D. melanogaster\textsuperscript{182} and presents a favourable alternative to GFP-based systems owing to a very short minimal degron length and target degradation in as little as 15 minutes. Finally, several alternative approaches have been developed to selectively inhibit aspects of protein function without the need to generate fusion proteins. For example, peptide aptamer interference (PAPT) allows interference with specific protein–protein interactions\textsuperscript{186}. This approach is likely to be particularly useful for studying specific aspects of pleiotropic protein function.

### Comparing LOF approaches for single genes

Results that are obtained using different LOF approaches are often inconsistent. In some cases, this can be attributed to easily defined, addressable issues such as differences in knockdown efficiency, temporal aspects of the LOF approach (for example, fast-acting or not) or off-targets. In other cases, the differences reflect important aspects of biology. A recent study in zebrafish has highlighted the need for caution when interpreting results that are obtained using different LOF approaches. An investigation into the egl\textsuperscript{17} gene, which encodes an extracellular matrix (ECM) protein, included the direct comparison of the phenotypes that are caused by a strong functional mutation created with TALENs and two knockdown approaches, morpholinos and CRISPRi, with CRISPRi causing a substantial reduction in mRNA levels\textsuperscript{177}. The knockdown approaches led to a
much stronger vascular phenotype than that observed in the mutant. Rather than assuming that this was an off-target of the knockdown approaches, the authors further investigated the inconsistency. Proteomic and transcriptomic profiling of informative samples led to the identification of several ECM protein-coding genes that were upregulated in mutant but not in knockdown embryos. These genes were shown to be able to compensate, at least partially, for the loss of egfl7 function. Similar observations were made for the vegfaa gene: vegfab was upregulated in vegfaa mutants but not in morphants. Such observations are reminiscent of studies in yeast that showed that the partial inhibition of Bem1 via light-induced sequestration away from its normal site of action produced severe defects that were not observed using a bem1 deletion allele, as well as studies in mice and Arabidopsis thaliana.

In addition to these examples, several cases have been reported in which the characteristics of LOF disease models differ depending on the approach. For example, mir-122 is a liver-specific miRNA that promotes hepatitis C virus (HCV) replication and that is under development as a therapeutic target for this disease. However, whereas antisense inhibition of mir-122 may be an effective treatment for HCV, later studies of sustained LOF showed oncogenic effects, inflammation and liver damage. In addition, inconsistencies have been reported between different mutant mouse models of the necroptosis regulators RIPK1 and RIPK3, which have been implicated as candidate therapeutic targets for several human diseases. In this case, knockout mutations of RIPK1 are not viable but kinase catalytic mutants of the same gene are viable; by contrast, knockout mutants of RIPK3 are viable but kinase catalytic mutants are not viable. These results illustrate the need to consider multiple LOF approaches in the development of accurate disease models and therapeutic strategies, especially when studying potentially pleiotropic proteins.

Similar inconsistencies have been documented between RNAi and SMI-based approaches. For example, Aurora B is a kinase that is required during mitosis, the functions of which include the regulation of interactions between the kinetochore and microtubules and the initiation of the spindle checkpoint when microtubules are not properly attached. When Aurora B is knocked down using RNAi, the spindle checkpoint is no longer activated when microtubules are disrupted with either paclitaxel or nocodazole SMIs. By contrast, when Aurora B is pharmacologically inhibited, the spindle checkpoint was activated following nocodazole treatment but not following paclitaxel treatment. Further investigation revealed that this difference is unlikely to be due to off-targets. Instead, it has been hypothesized that the differential inhibition of pleiotropic Aurora B functions is responsible for this complex, thus maintaining other complex functions.

In addition to discrepancies between LOF methods, differences have also been observed using a single LOF method but with differing timing of gene disruption. One example of this occurred when comparing an inducible deletion of the retinoblastoma (Rb) gene to a stable LOF mutant. Specifically, an inducible mutation in Rb was found to be sufficient to drive quiescent primary mouse embryonic fibroblasts (MEFs) to re-enter the cell cycle. By contrast, primary MEFs carrying a constitutive mutant allele of Rb were considerably less able to re-enter the cell cycle under the same conditions. This difference was found to be due to the partial compensation of Rb function by the Rb family member p107, which was upregulated in the constitutive Rb-mutant cells.

Although there are numerous cases in which there is a clear difference between the results from multiple LOF approaches, it is not clear how widespread a phenomenon this is. These cases are probably viewed as either negative results or a failure of validation, and, as such, are rarely investigated deeply or reported in the literature. The recent development of the CRISPR system has resulted in an expansion of the LOF toolbox and has made the generation of null mutants relatively straightforward. Thus, there is likely to be increased pressure to ‘validate’ the results that are obtained using knockdown approaches with CRISPR-generated mutants. However, the examples provided above highlight the need for great care when interpreting results from different LOF approaches. Importantly, rather than representing a failure to validate, on detailed analysis, some inconsistencies may lead to fundamental discoveries regarding underlying compensatory mechanisms, protein complex formation and other biologically relevant processes.

**Comparing LOF approaches in screens**

A major application of LOF methods in the past 10 years has been HTS in cell lines, for example, using CRISPR, RNAi or SMIs in pooled or arrayed formats. The most recent addition to this toolbox is CRISPR, which was rapidly repurposed for HTS. Past experience with RNAi is streamlining the implementation of CRISPR screens as many best practices for RNAi screens, such as reagent specificity and efficacy, pooled versus array-based methods and reagent delivery (for example, lentiviral transduction versus DNA or RNA transfection) are applicable to CRISPR screening. However, there are fundamental differences among the various screening approaches that need to be fully appreciated. This will become increasingly important as results obtained from screens with new technologies such as CRISPR are compared with established methods.

Screens for essential genes have been carried out in many different model organisms and human cell lines. By comparing results across multiple screens, attempts have been made to identify a core set of essential genes common to all cell types. Three studies consistently reported approximately 250–300 such generally essential genes based on RNAi screen results. By contrast, more recent studies using
knockout approaches have reported many more essential genes (approximately 2,000), and although these approaches have been used in far fewer cell lines, the majority of the identified essential genes were common between those tested211,212. For example, Wang et al.211 screened four cell types and identified only 95 genes that were specifically essential in only one cell line. Furthermore, 31 of these genes were later found to be false positives owing to cytotoxicity caused by repeated CRISPR-mediated cleavage of an amplified genomic region.

The implication of the difference in the number of generally essential genes identified by knockdown and knockout screening methods is likely to become clear as additional cell lines are tested using knockout approaches. One possibility is that the low number of common essential genes identified by RNAi is due to variability in knockdown efficiency, which could result in inconsistent results between screens. Conversely, the ‘maximal’ phenotypes that are caused by knockout methods may result in an inability to detect quantitative differences in viability phenotypes between cell lines. For example, a gene may be identified as essential in multiple cell lines when completely ablated but may show differential effects on viability when partially inhibited. Such a gene would be detected as a universal essential gene using knockout methods but as a context-dependent essential gene using knockdown methods.

Two recent studies directly compared CRISPR and RNAi screens that were designed to identify essential genes in mammalian cells213,214. Both studies carried out side-by-side comparisons of CRISPR and RNAi screens and used sets of known essential and non-essential genes to assess the relative quality of output from each technology. Interestingly, the two studies resulted in contrasting conclusions, with one study finding that CRISPR outperformed RNAi213 and the other study finding that the two technologies performed equally well214. Possible reasons for this discrepancy could be differences in the scale of screens and the design of shRNA libraries. Although Evers et al.211 used a conventional stem–loop library with ~five shRNAs per gene, Morgens et al.214 used an optimized shRNAmir-based library containing 25 shRNAmirs per gene215. Further work will be required to determine performance differences of available RNAi and CRISPR libraries, and to evaluate their utility and complementarity in different screening scenarios. However, one conclusion from these two studies is that reagent and experimental design can have a greater effect on screen output than the choice of technology.

Another interesting observation by Morgens et al.214 is that shRNAmir and CRISPR screens identified similar numbers of positive control genes but had a modest overlap in results overall. Combining the results from the two screens increased the recovery of known essential genes from >60% to >85%214. Although the reasons for the poor concordance between RNAi and CRISPR screens remain unclear, these findings highlight the limitations of each method and the potential value of their combined use.

The value of combining results from parallel CRISPR and RNAi screens was recently highlighted in a study investigating the mechanism of action of the antiviral drug GSK983 (Ref. 215). In this study, parallel CRISPR and RNAi screens were carried out in the presence and absence of GSK983 to identify the genes that are involved in the cytotoxicity that is caused by the drug. The rationale for this approach was that RNAi knockdown of a direct target of GSK983 would behave as a hypomorph and thus would lead to a stronger phenotype in the presence of the drug (owing to the combined downregulation and inhibition of the drug target) than either the RNAi or the drug treatment alone. By contrast, a CRISPR knockout of the same target would be expected to behave as a null and thus would have a similar effect in the presence or absence of the drug. On the basis of this logic, genes that scored positively in the RNAi screen but not in the CRISPR screen were retained as candidate drug targets. In addition, some hits were detected only using CRISPR, probably because they required a near-complete knockout in order to exhibit a phenotype. Therefore, the combination of these two screening approaches resulted in a more complete representation of the underlying biology than either would alone. This elegant study illustrates the power of cross-comparison between LOF approaches in large-scale screens.

Another major application of HTS is the identification of synthetic lethal interactions216–219. A synthetic lethal interaction is defined as a genetic interaction in which the simultaneous disruption of two genes results in lethality but the disruption of either alone does not. Synthetic lethal interaction screens have a number of applications, including determining the structure of signalling networks, assigning functions to redundant network components and identifying candidate drug targets for human disease. For example, synthetic lethal interactions with specific driver mutations in cancer provide promising candidates for the development of targeted therapies that specifically kill tumour cells while having no major toxicities in normal tissues. Both RNAi and mutagenesis screens have been used to identify putative synthetic lethal interactions219. However, these two technologies are likely to identify different classes of interactions. The first class of interactions follows the classical definition, in which knockout of the candidate gene alone has no viability effect. CRISPR is more likely to identify this type of relationship because RNAi is unlikely to completely ablate protein function. A second class of synthetic lethality occurs when complete knockout of the candidate is lethal in both wild-type cells and tumour cells, but partial inhibition is only lethal in the presence of the other disruption, such as in tumour cells. These interactions are unlikely to be identified using CRISPR but can be identified using RNAi screens. In addition, two recent studies found that CRISPR screens result in considerable nonspecific anti-proliferative effects when targeting amplified genomic regions48,85. Such effects will probably limit the ability of CRISPR screens to identify differentially essential genes between cancer cell lines in which genomic amplifications are common. Notably, the complete inhibition of protein
function is unlikely to be achieved clinically using a drug. Many targeted cancer therapies already used in the clinic are based on the partial inhibition of essential genes\(^1\), emphasizing the importance of identifying this second class of synthetic lethal interaction. Moreover, to obtain a more complete understanding of the genetic relationships between network components, it will probably be important to combine results from both knockout screens (or unbiased mutagenesis) and complementary knockdown approaches.

**Approaches to increase confidence in LOF results**

LOF methods have been applied to a wide range of biological questions. However, relatively few examples have been reported in which different LOF methods have been applied to the same question in a manner that allows for cross-comparison. This is partly historical, with newer methods replacing older methods in common practice, and is also due to the likelihood that phenotypes that do not correlate are often attributed to false discovery and are excluded from further analysis. Whereas in many cases this may be the correct interpretation, such discrepancies can be due to differences in timing, duration, strength and mechanism of LOF (FIG. 2a, TABLE 1), and the differences in phenotype between approaches may be informative of the underlying biology and/or relevant to the development of therapeutic approaches.

The selection of the most appropriate LOF method will depend on both the biological question to be answered and the gene under investigation. However, there are some common experimental themes to guide the selection of appropriate methods (BOX 3). In practice, the choice of LOF method is often based on practical limitations rather than on biological factors. For example, reagents for one LOF approach may already be available from stock centres but others would need to be generated to enable the use of a more appropriate approach. Alternatively, inherent limitations of an experimental system may limit choice. For example, the delivery of SMIs in vivo can be problematic owing to solubility issues. Additionally, when studying an essential gene, knockdown or inducible knockout reagents are required, which may prevent the use of more focused tools such as point mutations to perturb a specific aspect of protein function. In cases for which an ideal LOF method is unavailable or not possible, results should be interpreted with the chosen method in mind. For example, the lack of a phenotype with a knockout may be attributable to genetic compensation or secondary mutations (FIG. 2b). Furthermore, factors such as the type of genetic mutant used (that is, whether it is a complete null, a hypomorph or other (BOX 1)), the nature of any residual protein (FIG. 2a) and whether all or a subset of gene functions are likely to be disrupted should be considered in the interpretation and comparison of results.

Altogether, different LOF methods are better suited to different applications or goals, and in many cases, studies would benefit from the application of more than one approach to the same question. Moreover, questions should be formulated and results should be interpreted with the relevant mechanisms of LOF in mind. For single-gene studies, the use of multiple LOF approaches is generally feasible. However, for time-consuming and expensive high-throughput studies, such as the identification of drug targets by synthetic lethal screening, using multiple parallel approaches is not usually viable, with the possible exception of parallel, pooled screening with both CRISPR and RNAi libraries. In addition to the use of multiple LOF approaches, there is often value in carrying out LOF experiments across organisms. Conserved hits that are identified based...
on LOF approaches applied to more than one system can be considered with higher confidence\textsuperscript{20,21}, and we predict that hits that are identified in cross-species studies will validate at higher rates across mammalian systems.

Concluding remarks and future directions
In conclusion, although on the surface LOF approaches seem straightforward, in practice they are complex, and the simple interpretation of the resulting phenotypes in the absence of robust approaches and detailed analyses can lead to false discovery and inaccurate conclusions. Therefore, great care must be taken when selecting the most appropriate LOF approach or approaches for any given application and organism, and careful comparison between LOF approaches is likely to be essential for accurately annotating gene function.

The tools and resources currently available for LOF studies in the worm, fly, fish and mammalian systems, although impressive, are set for major expansions in the
Box 3 | Considerations for the selection of LOF approaches for specific applications

Differences in the outcome of loss-of-function (LOF) approaches are likely to vary on a gene-by-gene and a question-by-question basis (see the table). However, there are some common principles to help with the selection of the most appropriate method. For example, the selection of a LOF method may depend on the level of functional gene annotation available. For uncharacterized genes, there is little basis upon which to select the most appropriate LOF method. In this case, a knockout approach is likely to be the most appropriate as this provides the greatest chance of effectively disrupting all gene functions and in most cases results in the strongest possible phenotype, facilitating the initial characterization of the gene.

For cases in which a gene is partially characterized, more focused questions can be asked using LOF approaches with more specific properties. For example, to answer the question ‘what is the function of the kinase activity of gene X?’, pharmacological inhibition or a precise point mutation in the kinase domain of the protein may be most appropriate. Additionally, for cases in which quantitative differences in phenotypes must be assessed (that is, for genetic interactions), a knockdown approach may be appropriate because the ‘maximal’ phenotype caused by knockout could prevent accurate comparison (see the synthetic lethality and GSK983 examples in the main text). By contrast, pleiotropic genes may have a different dose dependence for each individual function and so, in this case, knockout may lead to more consistent effects than knockdown, which would result in differing phenotypes depending on the level of residual protein.

In addition, differences between LOF approaches may vary depending on the time between the LOF intervention and the phenotypic observation. For example, mutagenic methods such as CRISPR that target DNA may not reduce protein activity as quickly as pharmacological methods, and may therefore result in weaker phenotypes over short timescales. Over longer timescales, however, a CRISPR knockout could yield a stronger phenotype than pharmacological inhibition, which may only partially inactivate protein activity. At even later time points, genetic or transcriptional adaptation may suppress the phenotype of the knockout mutation, again leading to a weaker phenotype.

Finally, homeostatic regulation of a target gene may compensate for LOF at different levels. For example, large amounts of inactive CDK9 bound by 7SK small nuclear ribonucleoprotein (snRNP) form a cellular reservoir, from which it is released when CDK9 kinase activity is blocked by a small-molecule inhibitor (SMI). This results in a compensatory induction of crucial target genes such as MYC. Conversely, knockdown of CDK9 or overexpression of a dominant-negative mutant form do not induce compensatory MYC expression and can even counteract the effects of the SMI.

<table>
<thead>
<tr>
<th>Application</th>
<th>LOF approach</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>General characterization of a gene with unknown function</td>
<td>Multiple approaches</td>
<td>Genetic knockout (for example, deletion of the open reading frame) will disrupt all gene functions and is most likely to provide the strongest phenotype</td>
</tr>
<tr>
<td>Study of essential genes</td>
<td>Knockdown or inducible knockout</td>
<td>Methods to perturb a subset of protein functions may also be useful (for example, SMLs)</td>
</tr>
<tr>
<td>Genes for which low levels of protein are sufficient to maintain function (for example, non-rate-limiting metabolic enzymes)</td>
<td>Knockout methods</td>
<td>Knockdown approaches result in residual wild-type protein and may not cause a phenotype in this case</td>
</tr>
<tr>
<td>Modelling drug action</td>
<td>Specific alleles or acute knockdown methods</td>
<td>Drugs may inhibit a subset of protein functions, requiring the generation of specific alleles to mimic the effect. Alternatively, all protein functions may be reduced similar to knockdown methods</td>
</tr>
<tr>
<td>Modelling disease-associated mutations</td>
<td>Specific alleles or non-coding mutations</td>
<td>Exact disease-associated mutations can be generated using genome-editing technologies</td>
</tr>
</tbody>
</table>

next few years. In all systems, systematic efforts using CRISPR technologies are underway to mutate large numbers of genes. In addition, genome engineering will facilitate the generation of temperature-sensitive alleles (Box 2). Despite the value of these approaches, it is important to keep in mind the power of unbiased genetic dissection of biological processes through random mutagenesis, such as using chemical mutagens. The ability to screen millions of chemically mutagenized genomes means that even mutations in non-annotated genes, non-coding genes, small genes and even regulatory sequences can be recovered. New mutagens that yield a different spectrum of mutations promise to expand the range of mutable targets even further.

A remaining challenge, however, is the identification of the causative allele against a sea of mutations in a heavily mutagenized genome. Whole-genome mapping and sequencing techniques have reduced this burden, but mapping still often fails to narrow intervals down to single candidate genes. Genome editing offers a solution, as candidate mutations can be recreated in a standardized genetic background and tested for the phenotype of interest. Recent advances in mammalian cells are already improving the efficiency of introducing single-base changes that precisely target one or both alleles. Moreover, as the ease and efficiency of Cas9 combined with HDR is increased in animals, genome editing may eventually replace genetic crosses to create in vivo models with multiple targeted genetic changes. The marriage of unbiased genetic screening and precision genome editing promises to herald a new era of genetic discovery.

References 4 and 5 are leading papers that describe the first large-scale ENU screens conducted in zebrafish.

11. Describes a large-scale dual-RNAi approach to genetic interaction mapping (>70,000 pairwise combinations).

Seminal review that describes successful approaches to genetic screening in D. melanogaster and related genetic toxicology of flies for biotech use.
The application of somatic CRISPR–Cas9 technology in human cells. Science 343, 84–87 (2014).


References 81 and 82 are the first examples of the use of pooled gRNA libraries and the CRISPR–Cas9 platform to carry out whole genome knockout screens in human cells.


This review summarizes the development of RNAi reagents for mammalian genetics from first sRNA-mediated knockdowns to miRNA-based RNAi triggers.


**Introduces the morpholino technology in zebrafish.**


231. Simon, M. A., Bowtell, D. D., Dodson, G. S., Laverty, T. R. & Rubin, G. M. Ras1 and a putative ('Muller’s morphs').

Influential and useful categorization of mutations: the Muller’s morphs.
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